Entire Shape Acquisition Technique Using Multiple Projectors and Cameras with Parallel Pattern Projection
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Abstract: In the present paper, we propose a one-shot scanning system consisting of multiple projectors and cameras for dense entire shape acquisition of a moving object. One potential application of the proposed system is to capture a moving object at a high frame rate. Since the patterns used for one-shot scanning are usually complicated, and the patterns interfere with each other if they are projected onto the same object, it is difficult to use multiple sets of patterns for entire shape acquisition. In addition, the overlapped areas of each object have gaps and errors are accumulated. As such, merged shapes are usually noisy and inconsistent. In order to address this problem, we propose a one-shot shape reconstruction method using a projector to project a static pattern of parallel lines of one or two colors. Since each projector projects only parallel lines with a small number of colors, these patterns are easily decomposed and detected even if the patterns are projected multiple times onto the same object. We also propose a multi-view reconstruction algorithm for the projector-camera system. In the experiment, we built a system consisting of six projectors and six cameras, and dense shapes of entire objects were successfully reconstructed.
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1. Introduction

Dense entire shape acquisition of moving objects is required in a number of fields. For example, in order to visually capture a dancing person wearing soft clothing, an entire shape acquisition method with high resolution and high speed is preferable. Thus far, for the purpose of capturing the entire shape of such moving objects, the shape from silhouette \cite{1} technique has been widely used. Although this technique is suitable for capturing moving objects, concavity and small bumps are difficult to retrieve using this technique. In terms of passive systems such as shape from silhouette (i.e., a system using only cameras), the multi-view stereo (MVS) technique has been researched extensively with the goal of recovering the 3D shape of static objects, and the results have improved greatly in recent years. Although several attempts have been made to extend the MVS technique to capturing moving objects, recovering dense and precise shapes of dynamic scenes using the MVS technique remains a difficult task, especially, if the texture is uniform and the number of images is small.

On the other hand, active 3D scanning methods are used for practical purposes, because such methods can capture the object with high accuracy and robustness. In particular, a great deal of research and development has been conducted on structured light systems that consist of a projector and a camera because such systems are simple and yet can capture textureless objects.

In terms of the projector-camera-based structured light systems, there are two types of systems, temporal-encoding-based systems and spatial-encoding-based systems. Temporal-encoding-based systems use “time-multiplexing strategy” \cite{2}. In this strategy, a set of patterns are projected onto the target, the images are captured for each of the patterns, and mapping of correspondences from the camera image to the projector image is reconstructed from the sequence of illuminations for each camera pixel. On the other hand, spatial-encoding-based systems use information of “spacial neighborhood” \cite{2} of each point of the pattern to identify the point observed from the camera image. Since only a single image of pattern is needed to reconstruct correspondence mapping in this strategy, it is suitable to capture dynamic scenes or objects.

Although these techniques are well suited to a single system used for capturing one side of the targets, several fundamental problems remain when applying these techniques to multiple sets of systems surrounding a target object in order to capture the entire shape of the object. For a temporal-encoding-based system, since a set of images is required for reconstruction, it is difficult to achieve entire shape acquisition in a short time. On the other hand, for a system based on a spatial-encoding technique, since the pattern used for the system is usually complicated and the patterns interfere with each other if they are projected onto the same object, it is difficult to use multiple sets of systems to capture the entire shape of an object. Furthermore, since the errors for each scan are accumulated, large gaps occur when the obtained results are integrated.
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If a spatial-encoding-based projector-camera system using a small number of colors with a parallel line pattern is realized, then the aforementioned line detection problem can be resolved. Recently, methods that can reconstruct the shape from a single image using a static grid pattern with only a single color or two colors have been proposed [3, 4, 5]. However, since the projected pattern consists of vertical and horizontal dense parallel lines, it is still difficult to decompose these patterns when they are projected from multiple projectors onto the same object. Furthermore, since these methods use the density of line intervals to retrieve a unique solution, it is impossible to make both vertical and horizontal lines dense, which results in not only sparse reconstruction, but also in frequent failure in reconstruction of small objects.

In the present paper, we propose a shape reconstruction method using intersections of two sets of parallel lines from two projectors. Compared to the patterns of previous spatial-encoding-based projector-camera systems where the patterns are usually complicated with a number of colors, the patterns used in the proposed method is much simpler. Thus, interference of patterns is greatly reduced. A similar technique using a grid pattern for a single projector is proposed [4]. However, simple increment of the number of the projector drastically increase the complexity of the pattern by overlapping grid patterns. Because of the advantage of the proposed method that detection of the patterns is not severely affected by overlapping them, freedom on installation of multiple projectors is significantly improved and entire shape acquisition becomes possible.

Another advantage of the proposed method is that a unique solution can be retrieved using only the intersection points. Thus, both the vertical and horizontal lines can be as dense as possible, allowing the reconstruction of small objects. In addition, we propose a multi-view reconstruction algorithm that uses shape reconstruction based on grid patterns [4]. In the experiments described later, the effectiveness and accuracy of the proposed technique are evaluated and confirmed using synthetic data. In addition, we constructed the actual system that consists of multiple projectors and cameras in order to compare the proposed method to other methods and demonstrate its advantages.

The main contributions of the present paper are as follows: (1) one-shot dense entire shape reconstruction using multiple projectors and cameras is proposed, (2) a linear solution for shape reconstruction from a grid pattern is presented, (3) a reconstruction algorithm for a multi-view projector-camera system is presented, and (4) an actual system that can capture the entire shape of an object is constructed.

2. Related Research

Entire shape acquisition systems have been researched extensively for various applications, e.g., CAD and motion capture, and a large number of techniques based on multi-view stereo (MVS) have been proposed [6], [7], [8]. However, if the texture information is insufficient and the number of input images is small, then the density of the reconstruction will become sparse and its accuracy become low. In addition, the number of parameters to be optimized and the high computational cost are problematic in actual systems. Recently, several research groups have applied MVS to dynamic scenes [9], [10], [11]. However, these methods are still under development and require further research before practical application. In terms of multiple-camera systems, owing to their calculation efficiency and their robustness, silhouette-based techniques are commonly used to capture dynamic objects [12], [13]. However, these techniques still have several critical problems, such as sparse and inaccurate reconstruction, especially for textureless and concave areas of objects.

Thus far, for practical 3D shape acquisition purposes, active measurement systems have been widely used because they are stable even if there are no textures or features on the target scenes. Some of them are based on illumination by laser light sources. For instance, laser triangulation scanners [14] uses line-laser light source and measure the scenes by light sectioning method (triangulation between the laser-swept plane and the line of sight). Time-of-flight laser scanners [15] measures the distance to each of the laser-spotted points by measuring the time that a light goes from the light source to the point and returns back. Currently, time-of-flight one-shot cameras are also available [16], [17] based on observing modulated illumination by infra-red LEDs. The above systems needs specialized hardware devices, thus it is not easy to use multiple set of them to capture entire shapes because of costs and technological problems such as synchronization, and there are limits of the speeds of the target object because they need time for scanning the light sources or observing modulation of illuminations.

A large category of active measurement systems is projector-camera-based 3D measurement systems [18], [19]. In terms of these systems, techniques for reconstructing 3D information can be categorized into two types, namely, temporal-encoding techniques and spatial-encoding techniques. Although temporal-encoding techniques can achieve dense and accurate reconstructions, these techniques require a set of images in which the object is captured using different projected patterns. Thus, it is difficult to use such techniques to reconstruct moving objects. In addition, it is impossible to use multiple sets of them at the same time. Douglas et al. proposed a temporal-encoding-based entire shape acquisition system by using a special set-up of multiple mirrors [20]. However, it is also difficult to extend this technique to general applications.

On the other hand, techniques that use only spatial encoding of a pattern, allowing scanning using only a single-frame image, have been proposed [21], [22]. Since such techniques require only a single image for reconstruction, there is a good possibility to scan moving objects. However, these techniques typically use complex patterns with several colors for decoding and may be easily affected and leads to ambiguities on textured object or near depth boundaries. In addition, if these patterns are projected onto the same object for entire shape acquisition, then they interfere with each other, making it difficult to decompose them, even if an efficient algorithm is applied [4].

Recently, solutions for the complex pattern of the spatial-encoding method using a simple grid pattern that embeds information in relation of connection of parallel lines have been published [3], [4], [5]. However, since the system still projects dense
vertical and horizontal grid patterns, it remains difficult to decompose these patterns after they have been projected onto the same object. If the pattern consists strictly of one-directional parallel lines with one or two colors for each projector, then the problems can be greatly simplified. We propose such a technique in the present paper.

In space-time stereo [18], [23], [24], the correspondence problem of stereo method using two cameras (i.e., passive stereo) is solved using active illumination by a projector. In order to capture highly dynamic scenes using this method, either the pattern should be static, or high-speed synchronization is needed. High-speed synchronization with a large number of cameras is difficult. About using static patterns with MVS, a large complexity of such system is a problem, because a large number of frames should be reconstructed to capture a dynamic scene. As far as we know, there have been no works that entire shape acquisition is realized using space-time stereo.

Several studies have focused on MVS for projector-and-camera systems, especially for temporal-coding-based systems [25]. However, applying conventional MVS to grid-pattern-based systems is not easy, because point correspondences are not explicitly provided. Therefore, a solution to this problem is required.

3. Dense Entire Shape Acquisition System

3.1 System Configuration

In the proposed 3D measurement system, a camera observes line patterns projected from multiple projectors. The projected pattern is fixed and does not change, so synchronization is not required. The minimum setup consists of two projectors and a camera, as shown in Fig. 1. The camera and the projector are assumed to be calibrated (i.e., the intrinsic parameters of the devices and their relative positions and orientations are known). The projectors project vertical and horizontal line patterns and the system reconstructs the shape of the target object by observing the intersection points of the lines. Although the proposed method can reconstruct shapes from monochrome line patterns, we use colored patterns to improve the accuracy and robustness. In the present paper, a periodic pattern of two colors based on the de Bruijn sequence is used.

Each line encoded by the de Bruijn sequence can be identified in the cycle of the pattern by observing the local subsequence. The detailed definition of pattern is described in Section 3.3.

When we reconstruct the entire shape of an object, multiple projectors and cameras are used, as shown in Fig. 2. The projectors and cameras are placed such that each camera can observe the intersection points of line patterns. In order to discriminate the patterns projected from different projectors, color information is used. In the present paper, we experimented with six projectors and six cameras.

3.2 Algorithm Overview

An overview of the proposed algorithm is shown in Fig. 3. First, the vertical and horizontal projected patterns are detected separately, and the points of intersection of the lines on an object are found. Consequently, lines that form grid graphs in an image are obtained.

Each of the lines projected from a projector sweeps a plane in the 3D space. A linear constraint of the plane parameters is obtained from the fact that an intersection point exists on two of the planes and the line of sight of the camera. By obtaining multiple constraints using the intersection points, a set of linear simultaneous equations of plane parameters can be constructed. By solving these simultaneous equations, the plane parameters are obtained.

In addition, in order to improve accuracy and computational efficiency, the local ID (i.e., an ID that is not globally unique) of
each line is obtained using color information (Section 3.3). The local IDs are used for the detection of incorrect connections between detected curves and for matching in subsequent steps.

Finally, 3D shapes are reconstructed by the light sectioning method using the estimated plane parameters. In reality, reconstruction sometimes becomes unstable because of the effect of noise or due to a limited number of intersection points, especially at a small area. Therefore, we propose a multi-view reconstruction technique in which reconstruction result is checked by observation of multiple cameras. Using the proposed method, the reconstruction errors of a unit system, which consists of two projectors and a camera, can be efficiently reduced.

### 3.3 Color Pattern and Line Detection

The proposed method uses a color code based on the de Bruijn sequence [21], [26], [27] to determine each line ID. A q-ary de Bruijn sequence of order n is a sequence of length q^n consisting of an alphabet of size q, in which every possible subsequence of length n is present exactly once. If a projected pattern is enciphered by two or more symbols distinguished in a camera image, then the correspondence of an element in the projected pattern and the observed pattern is uniquely determined by matching subsequences of length n in a de Bruijn pattern.

Instead of using large q and n as some previous works [21], [27], we used periodic patterns generated with small q and n, as Sagawa et al. [4]. In the present paper, we used the number of colors q = 2 and the length of codes n = 3. In other words, each cycle of the pattern consists of eight lines, and the line IDs are from 0 to 7.

In the case of q = 2 and n = 3, a cycle of the de Bruijn sequence becomes AAABABB, where A and B represent the two alphabets. If the pattern is encoded by using blue and green, all lines have blue components and the green components are off for A and on for B. Therefore, the blue component is used for line detection, and the alphabet of each line is determined by the green component.

The positions of the intersection points of the vertical and horizontal lines are computed with sub-pixel accuracy. In addition, for the case in which two intersection points that belong to different lines are incorrectly connected in the image, the incorrect connection can be cut by using the color pattern [4].

### 3.4 Calibration of a System with Multiple Projectors and Cameras

The proposed method determines shapes using multiple projectors and cameras. Therefore, to achieve metric reconstruction, both the cameras and the projectors must be intrinsically and extrinsically calibrated. In the present work, we assume that the cameras and projectors are intrinsically calibrated in advance, including lens distortions of the cameras. Many methods or codes can be found in public for this process [28], [29]. Then, in order to obtain extrinsic parameters and adjust focal lengths of the cameras and projectors, bundle adjustment technique is applied. By using bundle adjustment, all the information of correspondences are used simultaneously to avoid inconsistency between the devices. Since the correspondences of camera-camera, camera-projector, and projector-projector are required for bundle adjustment, they are obtained as follows.

First, the corresponding points between a camera and a projector are obtained by projecting structured-light patterns onto the target object from a projector. We use time-multiplexed patterns based on Gray codes. In this step, the target object can be captured multiple times with different positions. In this case, the captured data can be treated as correspondence data of a union of the shapes of the target object with those multiple positions. This technique is useful if the target object can be captured only from specific sides (e.g., a one-sided plane).

Next, if the patterns of a projector are observed by two cameras, the correspondence between the points of the two cameras that correspond to the same coordinates of the projector is obtained. In addition, if a camera observes the patterns from two projectors, the coordinates of the two projectors that correspond to the same point in the camera image are set as the corresponding points.

The extrinsic parameters and focal lengths of cameras and projectors are estimated using bundle adjustment package provided by Lourakis et al. [30]. There remains scale ambiguity after bundle adjustment is applied. The unknown gauge parameters can be decided from real distances between specific cameras.

For the system used for the experiments of the present paper, we used a white screen for projectors as the target object. The front side of the screen was directed to each of the six cameras, and captured. For each of the positions, correspondence information is obtained from three cameras that can capture the front side. Finally, the calibration was processed from 18 (3 × 6) sets of correspondence information.

### 4. Theory and Algorithm

#### 4.1 Shape from Multiple Pencil Pattern

In this paper, we propose a shape acquisition method with multiple projectors and multiple cameras. First, we describe the proposed reconstruction method for a minimum configuration of two projectors, a camera for observing the curves and their intersection points (referred to as camera 1 in this section), and an auxiliary camera to solve ambiguity (camera 2 in this section).

The projected parallel lines sweep a set of planes that intersect along a single line. These planes are elements of a pencil of planes, and each can be specified by a single parameter. Using this representation, simple linear constraints can be obtained from the detected line intersections.

Kawasaki et al. [3] used a single projector that projects both vertical and horizontal lines (e.g., a grid pattern). In this configuration, the axes of two pencils of planes (vertical and horizontal) intersect at the optical center of the projector. This enables the elimination of all of the constant terms of the linear equations obtained from the grid points. Thus, the linear equations have 1-DOF indeterminacies. They determined a unique solution using a modulated grid pattern in which the intervals between lines are varied randomly.

Different from the above method, each of the two projectors projects a set of parallel lines. And each set of parallel lines forms a pencil of planes. We assume that the projectors are positioned...
so that the axes lines of these pencils of planes are skew (i.e., do not intersect in 3D space). Theoretically, in this configuration, the projected patterns observed by camera 1 can be uniquely solved, as described in the following in this section, with its proof shown in Appendix A.2. However, since this solution often becomes unstable for real applications, we propose a method for solving the instability using camera 2 which is shown in Section 4.2.

In the following discussion, the 3D space is represented in the camera coordinate system of camera 1, in which the origin of 3D space is at the optical center of the camera and the xy-plane is parallel to the image plane, and the direction of z-axis is toward backward of the camera (a right hand coordinate system with z-axis pointing outward).

When a line pattern is projected by a projector, it sweeps a 3D plane in the space, and the illuminated points on the target scene is on that plane. We call this plane as a pattern plane. In the proposed method, a pattern plane \( p \) is represented by an equation

\[
p_1 x + p_2 y + p_3 z + 1 = p^T x + 1 = 0,
\]

(1)

where vector \( x = (x, y, z)^T \) is an arbitrary 3D point on pattern plane \( p \), and vector \( p = (p_1, p_2, p_3)^T \) is a parameter vector of the plane. Physically, \( p \) is a normal vector of the pattern plane with its scale representing a reciprocal number of the (signed) distance between the origin and the plane.

Let an axis of vertical planes be \( l_v \). Then, all of the vertical patterns include \( l_v \), and \( l_v \) includes the optical center of the projector. Then, the set of planes that includes \( l_v \) can be described by a single parameter \( \mu \) as follows:

\[
v(\mu)^T x + 1 = 0, \quad v(\mu) \equiv v_0 + \mu v_d,
\]

(2)

where \( v(\mu) \) represents the scaled normal vector of a plane in the set of planes, and \( v_0 \) and \( v_d \) are constant vectors that can be determined from the position of line \( l_v \). Detailed derivation of Eq. (2) is described in Appendix A.1.

Similarly, the set of horizontal planes that include an axis \( l_h \) is described by the parameter \( \rho \) as follows:

\[
h(\rho)^T x + 1 = 0, \quad h(\rho) \equiv h_0 + \rho h_d,
\]

(3)

where \( h(\rho) \) represents the scaled normal vector of a plane, and \( h_0 \) and \( h_d \) are constant vectors that represents the position of line \( l_h \).

Suppose that an intersection between vertical pattern \( v \) and horizontal pattern \( h \) is detected by camera 1, and its position is at \((s, t, 1)\) in the image coordinates of a normalized camera (image coordinates represented in unit of the focal length with the principle point at the origin). Let the planes of patterns \( v \) and \( h \) be represented by Eqs. (2) and (3), respectively. Then,

\[
u^T (v(\mu) - h(\rho)) = 0,
\]

(4)

where \( u \equiv (s, t, -1)^T \) is obtained as the constraint from the intersection between planes \( v \) and \( h \) [4], [31]. Using Eqs. (2) and (3), we obtain

\[
\mu \equiv (v_0 + \mu v_d - h_0 - \rho h_d) = (u^T v_0)\mu - (u^T h_0)\rho + u^T (v_0 - h_0) = 0,
\]

(5)

where \( \mu \) and \( \rho \) are unknown variables and the rest are known constants.

Since Eq. (5) can be obtained for each intersection point, a system of simultaneous linear equations can be obtained from the detected image. Let \( \mu_i \) be the parameter \( \mu \) in Eq. (2) of the plane formed by the \( i \)-th detected vertical pattern. Similarly, let \( \rho_j \) be the parameter \( \rho \) (Eq. (3)) of the \( j \)-th detected horizontal pattern. Suppose that \( K \) intersections are detected. We also define maps \( \alpha \) and \( \beta \) from indices of intersections to indices of detected patterns, such that the \( k \)-th intersection point \((u_k = (s_k, t_k, -1))\) is an intersection between the \( \alpha(k) \)-th detected vertical pattern and the \( \beta(k) \)-th detected horizontal pattern. Then, we obtain

\[
A_k \equiv u_k^T v_d, \quad B_k \equiv u_k^T h_d, \quad C_k \equiv u_k^T (v_0 - h_0),
\]

\[
A_k \mu_{\alpha(k)} - B_k \rho_{\beta(k)} = -C_k,
\]

(6)

for \( k = 1, \ldots, K \).

By solving the simultaneous equations obtained from Eq. (6), the planes formed by the detected patterns can be solved. The equation becomes

\[
Mx = c,
\]

(7)

where \( x \) is a vector that consists of \( \mu \) and \( \rho \).

If a sufficient number of intersections are provided, then the number of constraints is greater than the number of variables, and the solution of Eq. (7) is computed by \( x = (M^T M)^{-1} M^T c \). The computation of \( (M^T M)^{-1} \) is performed by LU decomposition. For the case of four patterns shown in Fig. 4, a proof in which Eq. (7) has a unique solution is provided in Appendix A.2.

By applying triangulation to the planes of the solution, 3D shape reconstruction of the detected patterns can be achieved.

In work of Sagawa et al. [4], Eq. (6) is used for a configuration of one camera and one projector. In this case, the constant term of Eq. (6) becomes zero, and thus, Eq. (7) has 1-DOF indeterminacy (scaling of \( x \)). Sagawa et al. solved this indeterminacy by using constraints that each pattern plane of Eqs. (2) and (3) should coincide with a finite set of planes that are known from
calibration. Although this problem can be solved even with a uniformly-spaced grid pattern, they used modulated grid pattern to achieve stable results.

On the contrary, using the method described in this section with two sets of parallel-line patterns projected, the solution of Eq. (7) becomes unique. Thus, theoretically, the solution can be directly obtained by just solving the equation. However, in reality, directly solving Eq. (7) often produces large errors. The reason and solution for this problem will be described in the next section.

4.2 Multi-view Reconstruction with Error Correction

In the previous section, it was shown that, if two projectors are used, theoretically, a unique solution can be obtained from the linear equations. However, in reality, the solution of linear equation (7) can be unstable if the equation is “nearly” degenerated. For example, if the distribution of the direction vectors of K intersections $u_1, u_2, \cdots, u_K$ is in a small area (i.e., $u_1 \approx u_2 \approx \cdots \approx u_K$), then the minimum eigenvalue of $\left(M^\top M\right)^{-1}$ becomes approximately 0, which is nearly a degenerate condition, making the calculation of the linear solution unstable.

In contrast, Eq. (7) can be solved stably up to 1-DOF ambiguity. Intuitively, this is explained as follows. If the parameter of curve 1, $\mu_1$, is fixed (i.e., the pattern plane of curve 1 is fixed), then the shape of curve 1 is reconstructed. Using these depth values, the pattern planes of the curves that have intersections with curve 1 can be decided. By repeating these processes, all of the connected curves can be calculated. Thus, Eq. (7) is stable except for the 1-DOF ambiguity.

Theoretically, the proposed method can be used to obtain a unique solution from only linear equations by using a system with two projectors and a camera. However, the linear solution sometimes becomes unstable when the minimum eigenvalue of matrix $\left(M^\top M\right)^{-1}$ becomes approximately zero (i.e., nearly degenerate condition). Assume an extreme condition in which the intersections $u_i \approx (u_i, v_i, -1)$ are all the same. Then, it can easily be confirmed that the system of equations (6) has a 1-DOF indeterminacy (Note that such an error is similar to an indeterminacy mentioned in Refs. [3], [4], [5]). Although this is an extreme case, the situation can be nearly degenerate if the angle of view of the camera is small or if the region of the connected grid has only a small area. Such conditions sometimes occur in actual systems.

Let $x_i(s)$ be a projection of curve $i$ reconstructed from $x(s)$ to camera 2. We define the matching score of $x(s)$ by:

$$S_T(s) = \sum_t S_C(c_t(s), K),$$

where $K$ is the set of 2D curves, $S_C(c, K)$ is a matching score between a 2D curve $c$ and $K$, $S_T(s)$ is the total matching score for all the curves reconstructed from $x(s)$. The score becomes small if the curves match better. About the definition of $S_C(c, K)$. Many of the curves observed by camera 1 cannot be observed by camera 2, because there are occlusions or detection failures. Thus, if $S_C(c, K)$ is defined to be a plus value when a corresponding curve of curve $c$ cannot be found in $K$, the plus values of unobserved curves are accumulated to the cost function. This may lead to incorrect evaluation of matching.
To deal with this problem, \( S_C(c, K) \) is defined as 0 if a corresponding curve of curve \( c \) cannot be found in \( K \), otherwise, it is defined such that \( S_C(c, K) < 0 \), where

\[
S_C(c, K) = \sum_{x_k \in c} \min(0, \min_{x \in K} \min_{x \neq x_k} (\|x_c - x_k\| - W)),
\]

where \( x_c \) is a point on \( c \), \( k \) is a curve in \( K \), \( x_k \) is a point on \( k \), and \( W \) is a size of neighborhood from \( c \). Points within distance \( W \) from curve \( c \) are seen as nearby points to the curve, and affect the score. Points that are not within distance \( W \) do not affect the score because of the first \( \min \) function.

### 4.3 Detecting Lines from Multiple Projectors

The method for line detection is based on work of Sagawa et al. \([4]\). The number of line directions in their paper was only two, i.e., vertical and horizontal. However, in the case considered in the present study, since the entire shape is projected by multiple projectors, patterns of more than three directions are observed in a captured image. Therefore, it is necessary to discriminate the patterns projected from different projectors. In addition, the method in Sagawa’s work \([4]\) detects nearly vertical lines in order to discriminate them from horizontal lines. However, if more than three patterns are projected, the relative angle between different patterns is smaller than 90 degrees. This causes misclassification of lines.

We therefore propose two methods by which to discriminate lines. First, we used different colors for the vertical (or horizontal) patterns that can be observed simultaneously from a camera. In the present paper, two color pairs are used: blue and cyan, and red and yellow. By changing the colors used for the color code, the detection of lines from different projectors can be suppressed. Since curve detection algorithm of Sagawa et al. uses only two colors for classification and curve detection itself is processed on single channel image, their detection method is stable to effects of textures on the target object (a textured plane of a book is reconstructed in their work \([4]\)). Since the curve detection method of this paper is based on their work, although the total number of colors is increased to four, the proposed method is also stable to textures.

The color component used for curve detection are blue or red, which depends on the color pair used. Since the crosstalk between blue and red channels is negligible, the patterns casted from different projectors can be discriminated. The color identification between blue and cyan, and red and yellow is done by using green channel of detected curves. The proposed method identifies the colors by thresholding the ratio of green/blue or green/red. The threshold is determined by manual in the current implementation.

The second approach is to rotate the image to be processed. For example, in Fig. 5, the patterns are projected from three projectors: one vertical pattern and two tilted patterns. If the vertical pattern is to be detected, one of the tilted patterns can be detected because the color is still the same. Therefore, we slightly rotate the image in the counter-clockwise direction in order to detect the vertical pattern and suppress detection of the tilted pattern. Before the post-processing, including color decoding and 3D reconstruction, the positions of detected lines are rotated back to the original positions.

### 4.4 FilteringErroneously Reconstructed Curves

Using the method described above, the correspondences from the detected curves to the patterns can be determined. These correspondences may include errors caused by various reasons such as incorrect connection between different curves or detection errors of color codes.

Typically, in this case, curves with incorrect correspondences are reconstructed at totally different positions from the correct position. At a detected intersection on the incorrect curve, there are normally 3D gaps between the 3D curves reconstructed from the two curves that form the intersection (Note that there are no gaps between the 3D curves at the intersection if the intersecting curves are correctly reconstructed).

In order to filter out such curves, the intersection points used for reconstruction are re-checked for the reconstructed curves. If the distance between the 3D points on the 3D curves exceeds a tolerance threshold, then the points are labeled as invalid. Curves that have numerous invalid intersection points are rejected from the reconstruction.

### 5. Experiments

#### 5.1 Evaluation of Entire Shape Acquisition Using Synthetic Data

In order to confirm the effectiveness of the proposed method, synthetic data is used for reconstruction. We use the Stanford bunny as the target. We virtually set six cameras and six projectors surrounding the target object and render the captured images using the POV-Ray. The synthesized images are shown in Fig. 6(a). We apply the curve decomposition and the detection method to the images, and the detection results are shown in Fig. 6(b). Based on these detection results, we can observe that lines near occluding boundaries were compressed and were not detected, whereas most of the curves were successfully detected.

Using the intersection of detected curves of two adjacent projectors, simultaneous equations are constructed and shapes are reconstructed by solving the equations with the proposed multi-view reconstruction technique as shown in Fig. 6(c)–(g).
Fig. 6 Reconstruction results: (a) Image synthesized by POV-Ray (b) Detected curves with de Bruijn ID. (c) through (e) Recovered shape rendered with positions of the cameras and the projectors. (f) and (g) Shaded results. (h) Ground truth. (i) Differences between ground truth and the result of the proposed method.

Fig. 7 Evaluation of multi-view reconstruction: (a) Experimental system composed of two cameras and two projectors. (b) and (c) Reconstruction results. Red, green, and blue points are the results obtained by method A, method B, and Gray codes (ground truth up to calibration errors).

Table 1 Evaluation of accuracy improvement using multi-view reconstruction for GOS.

<table>
<thead>
<tr>
<th>Evaluation values</th>
<th>Method A</th>
<th>Method B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angle between 2 faces (deg.)</td>
<td>97.7</td>
<td>90.1</td>
</tr>
<tr>
<td>RMSE of points from fit planes</td>
<td>0.00094</td>
<td>0.00181</td>
</tr>
</tbody>
</table>

5.2 Evaluation of Single-side Acquisition Using a Real System

Next, we constructed an experimental system in order to evaluate the multi-view reconstruction method for projector-camera system described in Section 4.2 using two cameras (Sony SX-910s) and two LCD video projectors having SXGA resolution, as shown in Fig. 7 (a). Using the experimental system, we measured a cube-shaped object using two methods. In method A, 3D reconstruction is performed using only linear equations (6) using two projectors and a single camera. In method B, 3D reconstruction is further improved using the second camera, using the multi-view reconstruction algorithm. As the ground truth, we also measured the target object using Gray codes, in which the correspondences are correct (i.e., the 3D reconstruction is correct up to calibration errors).

The 3D reconstruction results are shown in Fig. 7 (b) and 7 (c). In order to evaluate the reconstruction results of methods A and B, two faces of the cube-shaped object are extracted and fitted to 3D planes, and the angles between the fitted planes (which should be right angles) and the RMSEs from the fitted planes were measured, as shown in Table 1. Since the true scale was not known, the RMSEs were normalized, such that the average distances between the points and the camera became 1.0.

As shown in Fig. 7 (b) and 7 (c), the results of method A (red) include errors from the ground truth (blue), whereas the results of method B (green) approximately coincide with the ground truth. (The bias from the ground truth is caused by the curve detection algorithm.) About the angle between the faces in Table 1, the ground truth is 90 (the right angle). Thus, the result of the method B is much more precise than method A for errors of the measured angle.

About the RMSEs from the fit planes in Table 1, the result of
method A is smaller than method B. This is because, in method A, the distances between the horizontal and vertical patterns at the intersection points are minimized at the expense of the correctness of the global shape. This is natural, since method A is based only on linear equations (6), which reduces distances of the intersecting curves at the intersection points (thus, reduces RMSEs of fit planes). In method B, the observed curves are corresponded to the finite set of “known” planes using information from multiple cameras, which increase the RMSEs because there are always unavoidable calibration errors.

5.3 Comparison of the Proposed Method and the One-shot Scanning Method Using One Projector

We compare the proposed method with the one-shot scanning method using one projector [4] (referred to herein as the one-projector method). The proposed method can use a more dense pattern than the one-projector method because the 1D search for shape reconstruction is not necessary. The advantage of the proposed method is that reconstruction of small objects, such as thin fingers, is easier than in the one-projector method. Figure 8 shows the results of reconstructing a hand for both of these methods. The top row shows the input images. The middle row shows the grid graph obtained by line detection. The bottom row shows the reconstructed shape. The proposed method (right column) successfully reconstructed all of the fingers, whereas the one-projector method (left column) was not able to achieve this due to the insufficient density of the grid graph.

5.4 Evaluation of Entire Shape Acquisition Using a Real System

Finally, we constructed an experimental system with which to capture an entire shape with six cameras and six projectors, as shown in Fig. 9 (a). The cameras are Point Grey Research Flea2 (SXGA resolution) cameras, and the projectors are LCD video projectors of SXGA resolution. As a target object, we measured a mannequin of 1.7 m in height.

One of the captured images is shown in Fig. 9 (b). We apply the curve decomposition and detection method to the images, and the detection results are shown in Fig. 9 (c) and 9 (d).

Using the intersection of the detected curves of two adjacent projectors, the shapes are reconstructed by solving the equations using the multi-view reconstruction method shown in Fig. 9 (e) through 9 (j). These figures indicate that the large areas are successfully recovered, whereas several parts that are not observed...
by cameras nor projected by the projector were not reconstructed. Other parts that were not recovered were small areas that were disconnected from larger parts. This is because the system of equations with small areas having a small number of lines tends to become a system of nearly degenerate equations.

For evaluation, we also measured the mannequin without applying the proposed methods. First, 3D reconstruction was performed using only linear equations [32] for each projector-camera system, which consists of a camera and two projectors (result A). The error correction technique using multi-view information described in Section 4.4 was then applied (result B). Finally, 3D reconstruction was further improved by noise filtering (result C), as described in Section 4.4. As the ground truth, we also measured the object using a Gray code pattern, in which the correspondences are correct (i.e., the 3D reconstruction is correct up to calibration errors).

The 3D reconstruction results of A, B, and C are shown in Fig. 10(a) through 10(c), and close-up views are shown in Fig. 10(d) and 10(f). In order to evaluate the reconstruction results, the RMSEs were calculated, as shown in Table 2. As shown in the figures, the results obtained without using multi-view information (result A, shown as blue points) include significant errors (large gaps because of incorrect 1-DOF estimation) from the ground truth (shaded polygon) in Fig. 10(a), whereas the final results of the multi-view reconstruction (results B and C, shown as green points) approximately coincide with the ground truth (Fig. 10(c) and 10(e)). From Table 2, we can also confirm that the results obtained by the proposed method are significantly improved by the proposed multi-view reconstruction method. The main reason for the large errors of result A is that, in the method used for A [32], a special arrangement of the projectors and cameras is required in order to achieve a stable result, whereas, in the experiment of the present study, we freely set up the projectors and the cameras.

6. Conclusion

In the present paper, an active one-shot scanning system using multiple projectors and cameras to capture the entire shape of an object was presented. One critical problem in using multiple projectors simultaneously is that multiple patterns projected onto the same object interfere with each other and it is difficult to decompose these patterns. In order to address this problem, we proposed a new method in which each projector projects only a set of parallel lines with two colors. Reconstruction is achieved by solving linear equations derived from intersection points between lines. We also implemented a multi-view reconstruction technique for the proposed projector-camera system in order to improve accuracy. In the experiment of the present study, we constructed a system that consists of six projectors and six cameras and captured moving object successfully. Scanning of the entire shape of an object exhibiting dynamic motion is an important extension of the proposed method. In the future, we intend to develop a system that uses infrared projectors that does not interfere with the visible appearance of the scenes. Using infrared light patterns, we intend to capture dynamic scenes and visible textures simultaneously.
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Table 2 RMSE (mm) values for each method.

<table>
<thead>
<tr>
<th>Method</th>
<th>RMSE (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear solution [32]</td>
<td>291.4</td>
</tr>
<tr>
<td>multi-view reconstruction</td>
<td>9.0</td>
</tr>
<tr>
<td>B + Filtering</td>
<td>7.6</td>
</tr>
</tbody>
</table>

Reference

An arbitrary point on the optical axis of the projector that projects
the vertical patterns, and let vector $\mathbf{d}_v$ be a unit directional vector
of vertical line patterns on the image plane of the same projector. All
of the lines and points are expressed in the camera coordinates. Then, $l_v$ includes $\mathbf{b}_v$ with a directional vector of $\mathbf{d}_v$.
Let vector $\mathbf{v}$ be a normal vector of a pattern plane $\pi$. Since $\mathbf{v}$
includes $l_v$, $\mathbf{v} \perp \mathbf{d}_v$. Thus, $\mathbf{v}^\top \mathbf{d}_v = 0$. (A.1)
Since $\mathbf{v}$ includes $\mathbf{b}_v$, by using Eq. (2), $\mathbf{v}$ satisfies
$\mathbf{v}^\top \mathbf{b}_v + 1 = 0$. (A.2)
By regarding Eqs. (A.1) and (A.2) as linear equations with respect
to 3D vector $\mathbf{v}$, solutions of $\mathbf{v}$ form a 1D vector space. Thus, $\mathbf{v}$
can be expressed as Eq. (2).
Since Eqs. (A.1), (A.2), and (2) hold for arbitrary values of $\mu$, $\mathbf{v}_0^\top \mathbf{d}_v = 0$, $\mathbf{v}_0^\top \mathbf{b}_v = -1$, $\mathbf{v}_0^\top \mathbf{d}_v = 0$, $\mathbf{v}_0^\top \mathbf{b}_v = 0$.
Vector $\mathbf{v}_0$ that satisfies $\mathbf{v}_0^\top \mathbf{d}_v = 0$, $\mathbf{v}_0^\top \mathbf{b}_v = -1$ can be calculated
by $\mathbf{v}_0 = -\mathbf{b}_v - (\mathbf{b}_v^\top \mathbf{d}_v) \mathbf{d}_v/|\mathbf{b}_v|^2 - (\mathbf{b}_v^\top \mathbf{d}_v)^2$. (A.3)
by using $|\mathbf{d}_v| = 1$.

This one-parameter representation is also shown presented in
previous studies [4], [31].

A.2 Proof of Uniqueness of Solution When Two Projectors are Used.

In this section, we present a proof that linear equation (7) has
a unique solution when two projectors are used with general conditions
for four pattern planes shown in Fig. 4 (a) (some special conditions
are excluded). In this proof, it will be shown that linear
equation (7) is not identically equal to 0.
In the following proof, reductio ad absurdum is used. First, a discussion with no contradiction will be shown when one projector
is used [3], [4], [31] and four patterns are projected, as shown in
Fig. 4 (b), under the assumption that the determinant of the coefficient matrix is identically equal to zero. Then, it will be shown that,
when two projectors are used, as shown in Fig. 4 (a), the same discussion leads to a contradiction under the same assumption.

For the case of one projector [3], [4], [31], linear equation (7)
can be $\mathbf{Mx} = 0$ under some parametrization. Since the true solution $\mathbf{x}$ is not zero, $\mathbf{Mx} = 0$ is degenerated, and the determinant
of $\mathbf{M}$ is identically zero. For the case of Fig. 4 (b), Eq. (7) becomes

$$
\begin{pmatrix}
A_{1,1} & 0 & -B_{1,1} & 0 \\
A_{1,2} & 0 & -B_{1,2} & 0 \\
0 & A_{2,1} & -B_{2,1} & 0 \\
0 & A_{2,2} & -B_{2,2} & 0
\end{pmatrix}
\begin{pmatrix}
\mu_1 \\
\mu_2 \\
p_1 \\
p_2
\end{pmatrix}
= 
\begin{pmatrix}
C_{1,1} \\
C_{1,2} \\
C_{2,1} \\
C_{2,2}
\end{pmatrix},
$$

(A.4)

where subscripts of $A_{ij}$ indicate that the coefficient is defined by
Eq. (6) using the intersection point between the vertical pattern plane with parameter $\mu_i$ and the horizontal pattern plane with parameter $p_j$. Then, determinant $|\mathbf{M}|$ of coefficient matrix $\mathbf{M}$
can be calculated as follows:
\[ |\mathbf{M}| = -A_{1,1}A_{2,2}B_{1,2}B_{2,1} + A_{1,2}A_{2,1}B_{1,1}B_{2,2} \]
\[ = -(u_{1,1}^\top v_0)(u_{2,2}^\top v_0)(u_{1,2}^\top h_0)(u_{2,1}^\top h_0) \]
\[ + (u_{1,1}^\top h_0)(u_{2,2}^\top h_0)(u_{1,2}^\top v_0)(u_{2,1}^\top v_0), \quad (A.5) \]

where \( u_{ij} \) is a directional vector from the optical center of the camera to the intersection between the vertical pattern plane with parameter \( \mu_i \) and the horizontal pattern plane with parameter \( \rho_j \), which can be obtained from the image of the intersection.

In order to evaluate the value of the determinant above, it should be noted that the directional vectors of the intersections \( u_{1,1}, u_{1,2}, u_{2,1}, u_{2,2} \) are not independent of each other. The 2D positions of the intersections in the image plane of the camera are dependent on the positions of the pattern planes and the depths from the camera to these intersections. Thus, there are constraints between the above vectors for the physically possible configurations.

Suppose that \( \bar{\mu}_1, \bar{\rho}_2, \bar{\rho}_1, \) and \( \bar{\rho}_2 \) are true solutions. Then, for example, the intersection with parameter \( u_{1,1} \) should satisfy
\[ (u_{1,1}^\top v_0)\bar{\mu}_1 - (u_{1,1}^\top h_0)\bar{\rho}_1 + u_{1,1}^\top (v_0 - h_0) = 0 \quad (A.6) \]
from Eq. (5). Conversely, if \( u_{1,1} \) satisfies Eq. (A.6), \( u_{1,1} \) can be varied while maintaining the consistency of the entire solution. This is physically equivalent to moving the intersection points between the pattern planes of \( \mu_i \) and \( \rho_i \) along the intersection line between the planes (dotted line in Fig. 4(b)), where the 3D position of the intersection point is changed without changing positions of the pattern planes. Although the 2D position of the intersection is changed, the solution remains consistent. Thus, determinant \( |\mathbf{M}| \) remains to equal to zero.

For the case of one projector, using the parametrization such that \( v_0 = h_0 \) holds, Eq. (A.6) becomes equivalent to
\[ (u_{1,1}^\top v_0)\bar{\mu}_1 = (u_{1,1}^\top h_0)\bar{\rho}_1. \quad (A.7) \]

From equation of determinant (A.5) equals zero, we obtain the following equation:
\[ \frac{(u_{1,1}^\top v_0)}{(u_{1,1}^\top h_0)} = (A \text{ value independent on } u_{1,1}). \quad (A.8) \]

The same equation can be obtained from Eq. (A.7). There are no contradictions in this case.

In contrast, in the case of two projectors, the same line of reasoning leads to a contradiction. Let us assume that determinant (A.5) is identically equal to zero, whereas \( u_{1,1} \) is changed such that Eq. (A.6) is satisfied. In the case of two projectors, Eq. (A.6) cannot be transformed to Eq. (A.7). Thus, in general, Eq. (A.6) yields \( u_{1,1}^\top (v_0 - h_0) \neq 0 \). This means that Eq. (A.6) contradicts Eq. (A.8).

The above contradiction means that, in the case of two projectors, determinant (A.5) is not identically equal to zero. Thus, for the case of two projectors, there should generally be a unique solution.
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